
Selection of variables for calculating distances
between mapping units that are unrelated to the
attribute to be estimated may have a detrimental
effect on the calibration criterion. Also, selection of a
value of k that is too small may result in values of
residual mean square that are greater than if the
overall mean had been used as the imputation for
each mapping unit. Second, implementing the k-NN
technique requires all mapping units {uj} containing
inventory plots to be ordered with respect to distance
separately for each mapping unit for which an
imputation is to be calculated. If {uj} is a large set,
then the ordering process may require large amounts
of time. In addition, calibration may be a trial-and-
error process requiring testing all combinations
of values of k, distance variables, and weighting
schemes to identify the particular combination that
optimizes the calibration criterion. Third, defensible
approaches to estimation of uncertainty have not
been fully developed.

The future of forest inventory, today as it has been
in the past, is to deliver more timely, more precise,
more comprehensive inventory data and estimates to
more users in more formats with less cost. The near-
term solution is to provide internet access to spatial
products that simultaneously depict entire suites of
forest attributes across landscapes and that permit
unbiased and precise estimation of those attributes
for both large and small user-defined areas of
interest. Although certainly nontrivial, imputing tree
lists to individual mapping units would not only lead
to realization of this vision but would also greatly
facilitate compliance with plot integrity, privacy, and
disclosure requirements.

Summary

The biometric research challenges in forest inventory
are many, vary by program, and change over time.
Research challenges were discussed in three topic areas:
forest sustainability, data delivery, and spatial estima-
tion. In the area of forest sustainability, the challenges
are to integrate sampling designs for variables provid-
ing information on the health of the forest with
traditional inventory sampling designs and to develop
estimation methods that permit precise estimates for
temporal trends in the variables using data from a
sparse spatial array of plots. In the area of data
delivery, the challenge is to provide users access to the
greatest amount of data in a form with the greatest
utility while satisfying plot integrity, privacy, and
disclosure requirements. In the area of spatial estima-
tion, the challenge is to construct maps of forest
attributes that depict their spatial distribution and that
permit precise estimation for small areas. The chal-

lenges are interdependent and will continue for the
foreseeable future, although the approaches to addres-
sing them will undoubtedly change.

See also: Biodiversity: Biodiversity in Forests. Experi-
mental Methods and Analysis: Statistical Methods
(Mathematics and Computers). Inventory: Modeling;
Multipurpose Resource Inventories. Landscape and
Planning: Spatial Information. Mensuration: Forest
Measurements. Resource Assessment: Forest Change;
GIS and Remote Sensing; Non-timber Forest Resources
and Products.
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Introduction

Experimental design is similar to sampling and
inventory design in that information about forest
variables is gathered and analyzed. However, experi-
ments presuppose intervention through applying a
treatment (an action or absence of an action) to a
unit, called the experimental unit. The goal is to
obtain results that indicate cause and effect.

For each experimental unit, measures of the
variables of interest (i.e., response or dependent
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variables) are used to indicate treatment impacts.
Replication is the observation of two or more
experimental units under identical experimental
conditions. A factor is a grouping of related
treatments. For example, the factor could be
fertilizer, with three levels representing three treat-
ments (e.g., none, a moderate amount, and a heavy
amount) applied to plots of trees (plot is the
experimental unit). For each plot, height growth
measures are taken and averages are compared
among the three treatments; the null hypothesis is
that there are no differences among the treatment
means. The sum of squared differences (termed, sum
of squares) between the average for the response
variable by treatment versus the average over all
experimental units represents the variation attributed
to a factor. Experimental error is the measure of
variance due to chance causes, among experimental
units that received the same treatment. The degrees
of freedom, associated with a factor, are the number
of treatment levels within the factor minus one. The
degrees of freedom for the experimental error relate
to the number of experimental units and the number
of treatment levels.

The impacts of treatments on the response vari-
ables will be detectable only if the impacts are
measurably larger than the variance due to chance
causes. To reduce the variability due to causes other
than those manipulated by the experimenter, rela-
tively homogeneous experimental units are carefully
selected. Random allocation of a treatment to an
experimental unit helps insure that the measured
results are due to the treatment, and not to another
cause. For example, if we have applied the no-
fertilizer treatment to experimental units on north-
facing sites, whereas moderate and heavy fertilizer
treatments are applied only to south-facing sites, we
would not know if differences in average height
growth were due to the application of fertilization,
the orientation of the sites, or both. The results
would be confounded and very difficult to interpret.

Variations in designs, issues that arise, and
methods of analyses are discussed in the context of
forestry experiments. References from a selection of
texts are given; however, there are many books on
experimental design. The further reading section also
includes more recent advances in analysis of experi-
mental data.

Variations in Experimental Design

Introduction of More than One Factor

For many forestry experiments, more than one factor
is included for design efficiencies over conducting

separate experiments. This also allows for examining
interactions among factors, and allows for a more
efficient design if there are no interactions. A
treatment represents a particular combination of
levels from each of the factors. For example, if we
have two species and three fertilization levels, then
we have six treatments that represent the two factors,
using a crossed experiment. We might be interested
in the effects of species and fertilization, separately,
and also whether these interact, resulting in different
fertilizer impacts depending upon the species. Figure
1 illustrates this example using a completely random-
ized design (CRD), where the treatments are
randomly assigned to the experimental units, with
factor A (three levels of fertilization: A1, A2, and
A3), factor B (four species: B1, B2, B3, and B4), and
four replications per treatment for a total of 48
experimental units.

If both species and fertilization are fixed effects, in
that the experimenter would like to examine the
mean response for each species and each fertilizer
level, we obtain the analysis of variance table given
in Table 1 from the use of a general linear model and
least-squares analysis.

If the assumptions of general linear models are
met, in that residuals are independent, are normally
distributed, and have equal variances among treat-
ments, we can interpret the results. The null
hypothesis is tested using an F-test for each factor
and for each interaction. A type I error rate (a,
significance level), the chance of rejecting a null
hypothesis when it is true, must be selected; we reject
an hypothesis if the probability value (P-value) for
the test is less than the specified significance level. For
this example, there is no significant interaction ðP ¼
0:0539Þ using a¼ 0.05; therefore, we can examine
species and fertilizer effects separately. There are
significant differences between the three fertilizer
levels of factor A ðPo0:0001Þ; and between the four

A3B2 = 27

A3B4 = 35

A1B3 = 19

A3B1 = 22

A2B2 = 25 A3B1 = 24

A1B3 = 17

A3B2 = 25A1B1 = 10 A3B4 = 35 A2B2 = 23 A1B2 = 14 A2B3 = 24

A1B4 = 24 A2B2 = 22 A1B2 = 15 A2B4 = 28 A3B3 = 32 A3B2 = 25

A1B1 = 11A1B3 = 17A3B2 = 26A3B3 = 29 A1B4 = 23

A3B3 = 30A2B3 = 24A1B1 = 11A1B4 = 22A1B2 = 13

A1B4 = 22A2B3 = 23A3B3 = 31A2B4 = 30A2B1 = 18

A3B1 = 23A1B2 = 15A2B1 = 18A3B1 = 23A2B4 = 29

A2B4 = 28A3B4 = 36A1B1 = 9A3B4 = 37

A1B3 = 18A2B3 = 26A2B1 = 18A2B2 = 20A2B1 = 18

Figure 1 Completely randomized design with two fixed-effects

factors, randomly allocated to 48 experimental units, with four

replications per treatment. For example, A1B1¼ 10 indicates that

the response variable was 10 for this experimental unit that

received factor A, level 1 and factor B, level 1.
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species of factor B ðPo0:0001Þ: The mean values
based on these data are: A1¼ 16.25, A2¼ 23.38,
A3¼ 28.75, B1¼ 17.08, B2¼ 20.83, B3¼ 24.17,
and B4¼ 29.08. Further analyses, such as Scheffé’s
test for multiple comparisons, could then be used to
compare and contrast treatment means.

Significant interactions among factors lead to more
difficult interpretations, and subsequent analyses
must be based on a larger group of treatment means.
In the example, if the interaction were significant, the
12 means for each fertilizer/species combination
would be used in interpretation and subsequent
analysis, resulting in fewer experimental units used
to calculate each mean value. Since factors often
interact in forests, interactions are often detected.

Issues that may arise in the analysis of this type of
experiment include:

1. The assumptions for the residuals are not met.
2. For subsequent analysis, care must be taken to

preserve the overall type I error rate.
3. There is difficulty in randomly assigning experi-

ments in field layouts.
4. There are difficulties in inferring results to a larger

population. The spatial and temporal scale of
forest management is very large, whereas experi-
ments are often small-scale.

These issues are also relevant for other types and
variations in experimental design, and are discussed
later in this article.

Fixed, Random, or Mixed Effects

Factors can be fixed, in that the experimenter would
like to know the change that is due to the particular
treatments applied (as in the CRD example), or
random, in that the variance due to the factor is of
interest. For example, if the impacts of species
(factor) on height growth (response variable) were
of interest, we could be interested in the differences
among the species in the experiment, and how they
rank relative to one another (fixed effect), or we
could be interested in the variance in height growth
due to species (random effect). Commonly, experi-
ments in forestry include a mixture of factors, some
random and some fixed (called mixed effects).

When factors are random or mixed, the default
F-tests, as shown in the CRD example, are not
appropriate. The expected mean-squares should be
calculated in order to determine the correct F-tests.
Most statistical packages allow the user to request
the correct test. Alternatively, maximum-likelihood
approaches may be more appropriate for mixed-
effects experiments. A later section in this article
presents more information on least-squares versus
maximum-likelihood estimation.

Restricted Randomization Through Blocking:
Randomized Block, Latin Square, and Incomplete
Blocks Designs

Restricting randomization to within blocks is used
when the experimental units can be grouped by
another variable that may impact the results. In
forestry experiments with large experimental units,
blocking is often very useful in reducing error
variance with only a small reduction in error degrees
of freedom. Blocks (or variables that represent
blocks, such as trials or sites) are most often random
effects. Figure 2 illustrates a randomized block
design (RBD), with factor A (six levels of fertiliza-
tion: A1 to A6), and two sites. Randomization of
factor A is restricted to within sites.

Using a general linear model with fertilization as a
fixed effect and sites as a random effect (mixed-
effects model) gives the results in Table 2.

The interest with RBD is with the factor, not with
the blocks; the blocks are simply used to reduce the
variability among experimental units. For this
example, there are significant differences among
treatment means ðP ¼ 0:0015Þ As with CRD, sub-
sequent comparisons and contrasts could be made
among the treatment means.

The Latin square design extends grouping of
experimental units to two variables. For example,
two sites may represent north-versus south-facing
stands, and there might be a moisture gradient within
sites.

Another variation is incomplete blocks, where not
all treatments are represented in each block. Such
blocks are smaller, and, therefore, cheaper, and also
subject to less environmental variation, making them
quite attractive for forestry applications. Relatively

Table 1 Completely randomized design with two fixed factors: analysis using a general linear model

Source Degrees of freedom Sum of squares Mean squares F P

A 2 1258.17 629.08 514.70 o0.0001

B 3 934.75 311.58 254.93 o0.0001

A� B 6 17.00 2.836 2.32 0.0539

Error 36 44.00 1.22

Total 47 2253.92
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recent technology on the recovery of interblock
information has made the use of incomplete blocks
more feasible.

As well as the issues noted for a multifactor
completely randomized design, there is the concern
that the blocking may not have been needed. In that
case, the introduction of blocks does not result in a
corresponding reduction in the experimental error.
This should be addressed in the design of the
experiment; variables used to group the experimental
units into blocks should be those that are expected to
affect the response variables.

Restricted Randomization Through Splitting
Experimental Units

In many multifactor forestry experiments, the ex-
perimental unit is split, and different treatments for
one factor are applied to the splits, while a single
treatment from another factor is applied to the unit.
For example, with six treatments representing three
fertilizers and two species, we could use six small
experimental units and randomly assign the six
treatments to these units. However, this might result
in an experimental unit that is too small for the
mechanical application of fertilizer. An alternative is
to apply the fertilizer treatments to three larger
experimental units, and then split each unit and
randomly assign the species to the split units (called
split plots). This is a restriction on randomization.

A further extension of this would be to split the units
again, and randomly assign a third factor (e.g.,
particular seedling stocks for a species) to the
smallest unit, resulting in split-split plots.

Although the analysis of an experiment using split
or split-split plots is very similar to a multifactor
experiment where there is complete randomization
of treatments to each unit, care must be taken in
using the correct experimental error for the units
versus the subunits, and interpreting the results.

Nesting of Factors

Treatment levels for one factor may be particular to
the level of another factor, resulting in nesting of
treatments. For example, for the first level of
fertilizer, we might use medium and heavy thinning,
whereas, for the second level of fertilizer, we might
use no thinning and light thinning.

Nesting of factors will affect both the analysis and
the subsequent interpretation of the experiment. An
example of a nested design is given in Figure 3, with
the subsequent analysis in Table 3.

When factors are nested, it is not possible to isolate
the nested factor from the other factors, nor is it
possible to assess interactions between nested and
nonnested factors. The correct F-tests differ from a
crossed experiment, in that the error mean-squares is
not used for all F-tests. For factor A, there were no
significant differences between the treatment means

Table 2 Randomized block design with one factor, randomly located with each of two blocks: analysis using a general linear model

Source Degrees of freedom Sum of squares Mean squares F P

Block 1 96.33 96.33 38.03 0.0016

Fertilization 5 320.00 64.00 25.26 0.0015

Error 5 12.67 2.53

Total 11 429.00

Site 1 Site 2 

A1 = 9 A6 = 21 A4 = 25 A3 = 19

A3 = 15 A2 = 12 A1 = 12 A5 = 27

A5 = 20 A4 = 17 A2 = 16 A6 = 29

Figure 2 Randomized block design with one fixed-effect factor

randomly located to six experimental units within each of two

sites.

A1B1 = 10 A1B1 = 11 A1B2 = 13 A2B4 = 23

A1B2 = 15 A2B3 = 18 A2B4 = 25 A1B1 = 11

A2B4 = 20 A2B3 = 18 A1B1 = 9 A2B3 = 18

A2B4 = 22 A1B2 = 15 A2B3 = 18 A1B2 = 14

Figure 3 Nested design with two factors, where the second

factor is nested in the first factor, with four replications per

treatment.
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(P¼ 0.1172), using the mean-squares for factor B,
nested in A for the F-test. The means for factor B,
nested in A, were significantly different ðPo0:0001Þ
using the error means-squares for the F-test.

Interpreting nested designs is more complicated
than crossed designs. However, nesting may result in
efficiencies by reducing the number of experimental
units over the number that would be needed for a
crossed experiment. Also, nested factors result from
a hierarchical design, which is discussed next.

Hierarchical Designs and Subsampling

Commonly in forestry experiments, the experimental
unit represents a group of items that we measure. For
example, an experiment includes several pots in a
greenhouse, each with several plants germinating from
seeds. A treatment (specific level of factor A) is ran-
domly allocated to each pot (could be more than one
factor, fixed and/or random), even though measures are
to be taken on plants. The three factors, which affect
the measures on plants, are factor A, pots, and plants.
The pots are nested within factor A treatment levels,
since pot 1 receiving treatment 1 is not the same
treatment as pot 7 receiving treatment 1. Similarly,
plants in a pot are nested within pots and factor A
treatment levels. The three factors are not all crossed in
this hierarchical design; some factors are nested.

A variation on hierarchical designs is measuring a
sample of items, instead of measuring all items in an
experimental unit. For example, if we have 50 trees
in an experimental unit, we may choose to measure
only 10 of them for diameter growth.

The analysis of hierarchical designs differs from an
experiment with fully crossed factors. All levels in
the hierarchy must be included in the analysis. Since
lower levels in the hierarchy are often random-effects
factors, hierarchical models are commonly mixed-
effects models. Although methods for least-squares
analysis have been developed, maximum-likelihood
estimators for mixed-effects models may be more
appropriate, as discussed later.

Introduction of Covariates

The initial conditions for an experiment may not be
the same for all experimental units, even if blocking

is used to group the units. Site measures such as soil
moisture and temperature, and starting conditions
for individuals such as starting height, are then
measured (called covariates) along with the response
variable, and these covariates are used to reduce the
experimental error. Covariates are usually interval or
ratio scale (continuous).

Issues Arising in Forestry Experiments

Failure to Meet Assumptions

When the usual assumptions of the least-squares
method are not met, usual F-tests may not be
reliable. Transformations of the response variables
are commonly used, often requiring a ‘trial-and-
error’ approach until the residuals do meet the
assumptions. However, results for the transformed
response variable are more difficult to interpret, as
mean values do not relate well to the original
measurement scale. This is particularly true if a
nonparametric analysis via a ranking the response
variable (called rank transformation) is used. Alter-
natively, generalized linear models can be used if the
residuals appear to follow a distribution from the
exponential family, including binomial, poisson, or
gamma distributions. For temporally related data,
repeated measures analysis is commonly used.
Analysis for spatially correlated data can be more
difficult, since data can be correlated in many
directions.

Preservation of Overall Error Rate in
Subsequent Analyses

The use of a particular type I error rate to test for
differences among treatment means within a factor
should be preserved in subsequent analyses. For
example, if an F-test is used with a type I error rate of
0.05, appropriate subsequent pairwise tests should
use the type I error rate of 0.05 over all tests.

Difficulty in Randomly Allocating One or
More Treatments

Although randomizing the allocation of treatments
to experimental units is fundamental to removing
confounding of treatments with other impacts,

Table 3 Nested design with two fixed-effects factors, where the second factor is nested in the first factor: analysis using a general

linear model

Source Degrees of freedom Sum of squares Mean squares F P

A 1 256.00 256.00 7.06 0.1172

B (A) 2 72.50 36.25 23.51 o0.0001

Error 12 18.50 1.54

Total 15 347.00
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sometimes randomization of all treatments is not
possible. For example, the impact of burning as a
site preparation method prior to planting is difficult
to randomize; burning may necessarily need to be
confined to one side of the experimental area,
resulting in a restriction in randomization. As noted,
the results are then subject to confounding, since
there may be another factor in the burned area that
influences the response. Experimenters often use the
analysis appropriate for unrestricted randomization;
however, caution must be used in interpreting
results.

Missing Information

For some circumstances, particular combinations of
factors may be missing, because of a lack of
experimental units, because some of the experimen-
tal units are damaged, or because of the nature of the
treatments. For example, all trees with the high
fertilizer, species 1, die because of a failure in one
section of a greenhouse sprinkler system. Analysis of
the experiment as a nested experiment may be
possible, allowing for different levels of one factor
within a level of another factor. Imputation methods
may be used to find estimates for missing data.
However, at some point, statements of statistical
inference may not be possible, if too much of the
experimental data is missing.

Size of Experimental Units and Time Scale

For studies of young trees and plants, experimental
units can be relatively small, and may be conducted
in greenhouses with many experimental units. For
larger trees, large experimental units are needed to
reflect the scale of processes impacting growth.
Difficulties arise in finding homogeneous units. As a
result, the number of experimental units is often
small, resulting in low power. This becomes more
pronounced in studying wildlife habitat and water-
shed processes, where the scale of some processes is
even larger. For these very large-scale processes, often
a number of case studies are conducted. Results are
more difficult to interpret, since unknown or known
confounding may have occurred.

Another complication of forestry experiments is
that long time scales are often needed to study forest
changes meaningfully. As a result, missing informa-
tion is more common, measurement standards may
change over time, and measures might not be taken
at regular time intervals, due to changes in funding.
These long-term experiments are difficult to analyze
and interpret. Models and graphs are commonly used
to interpret trends.

Inferences Made from Experimental Results

Since the aim of experimental design is that results
indicate cause and effect, experimental units are
carefully selected for homogeneity. Results of experi-
ments can, therefore, be somewhat artificial, since
the usual heterogeneity of the biological system has
been removed from the experiment. Often research-
ers include observational studies to attempt to model
the biological system, and experimental components
to isolate causes and effects. The results of the two
types of studies are then combined for a more
thorough interpretation.

Power of Experiments

The power of a test is the ability to reject a null
hypothesis when it is false. An experiment may have
too little power to detect an important difference
among treatment means, or conversely, too much
power, resulting in detection of significant differences
that are of no practical importance.

The ability to detect differences between treatment
means increases as the size of the experiment
increases, where size is defined as the number of
replicates and the number of treatments. Power
analysis is the assessment of the power of test for
the planned experiment, given the size of differences
that have practical importance, and an estimate of
the expected variation.

The method of determining the size of the
difference that will be detected by an experiment will
vary with the design of the experiment. For example,
if a randomized block design is used, then more
experimental units per block could be used to increase
power (sometimes called generalized randomized
block design), or more blocks could be established.
For split-plot experiments, the power for the factor
assigned to the split plot (subunit) is higher than for
the factor randomly assigned to the whole plot
(experimental unit). Careful design of the experiment
should allow for varying sizes of differences for
different factors. If power analysis is done following
the experiment, the correct analysis given the experi-
mental design must be followed.

Least-Squares versus Maximum-
Likelihood Estimation

Many forestry experiments require and benefit from a
mixture of fixed and random effects. These different
effect types simplify the analysis of hierarchical
designs as well as correlations in time and space.
Analysis of these models using least-squares techni-
ques can be complicated. Analysis using maximum-
likelihood estimators and their variants (restricted
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maximum-likelihood estimators), is often much more
straightforward and flexible. Furthermore, the statis-
tical properties of the maximum-likelihood estima-
tion-style estimators can be superior.

Although maximum-likelihood estimation allows
for greater model flexibility, it requires a search
algorithm to find a global maximum (overall max-
imum), unlike generalized least-squares models. For
very complex models, only a local maximum may be
found, or there may be no convergence. Many
statistical packages have built-in procedures for
mixed-linear or nonlinear models, allowing for easier
application of these relatively new procedures.

Overall Considerations in Designing and
Analyzing Forestry Experiments

In order to obtain results that can be interpreted with
little or no confounding, experimental units should be
carefully selected to remove factors that are not of
interest to the experimenter, but would affect the
variables of interest. Random allocation of treatments
is also needed to equalize the impacts of any
remaining factors that were not removed through
careful selection. Identifying factors as fixed versus
random and using the appropriate design is essential
to correct interpretation of results. Also, the correct
analysis of hierarchical designs should be stressed;
incorrect analyses sometimes appear in literature. For
least-squares analysis, expected mean-squares should
be calculated to determine appropriate F-tests. Power
analysis is strongly recommended, during the design of
the experiment, to ensure that statistically significant
results indicate differences of practical importance.

Because of the large time and spatial scale of many
forest processes, experimental units often are large and
long-term, in order to have meaningful results. This
leads to problems with traditional designs, in that
experimental units are large and very heterogeneous,
and some are lost over time. Also, there is low power
as there are few experimental units. Assumptions of
least-squares analysis are commonly not met, resulting
in difficulties in analysis and interpretation.

New technologies using maximum-likelihood
methods allow greater variability in the analysis of
data. These methods have improved our ability to
conduct analyses when the assumptions of least-
squares analysis are not met, and have increased the
flexibility in the design of forestry experiments.
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Inference

Scientific inference becomes statistical inference
when the connection between the unknown ‘state
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